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17™ BRICS SUMMIT: BRICS LEADERS ISSUE STATEMENT
ON THE GLOBAL GOVERNANCE OF Al

On July 06, 2025, at the 17th BRICS Summit in Brazil, the heads of state signed the
“Statement on the Global Governance of Artificial Intelligence” (“Statement”). This
marked the bloc’s first unified agreement on broad principles to shape national
Artificial Intelligence (“Al”) governance frameworks.

Contextualizing the BRICS Statement: Global Precedents in Al Governance

In March 2024, the United Nations adopted a resolution promoting ‘safe, secure
and trustworthy’ Al systems to support sustainable development for all. This was
the first time the UN General Assembly adopted a resolution addressing the
regulation of Al.

This milestone builds on earlier efforts, most notably in 2019 when the Organisation
for Economic Co-operation and Development (“OECD”) took an early lead in Al
governance by releasing its Principles on Artificial Intelligence for the development
of trustworthy Al. These principles guide Al actors in building systems that are
transparent, fair, and accountable, and provide policymakers with
recommendations for effective Al regulation. Today, the EU, the United States, the
UN, and several other jurisdictions reference the OECD’s definition of an Al system
and its lifecycle in their legislative and regulatory frameworks.

Moreover, regional and global efforts on Al governance are moving in parallel and
are increasingly complementary. In February 2024 and in January 2025, ASEAN
released the ASEAN Guidelines on Al Governance and Ethics and the Expanded
ASEAN Guidelines on Al Governance and Ethics (“Guidelines”), respectively,
offering clear and practical guidance for organizations developing and deploying
both traditional and Gen Al technologies.

Guiding Principles of the Statement

The Statement represents the latest effort by an intergovernmental body to set out
broad principles for governing Al. It is also the first concerted attempt by the
Global Majority to assert its stake in the international norm-building process for Al.
It frames Al as a central issue in international relations, digital sovereignty, and
equitable global development, while emphasizing Al’s potential to drive sustainable
development and economic growth and the need to address ethical, security, and
equity concerns.

The Statement outlines the following five broad guiding principles for Al
governance across BRICS nations:


https://drive.google.com/file/d/1l1Sp6ma3jFTBJ90NrslQJRLO9GtqaG-t/view?usp=sharing
https://docs.un.org/en/A/78/L.49
https://docs.un.org/en/A/78/L.49
https://legalinstruments.oecd.org/en/instruments/OECD-LEGAL-0449
https://legalinstruments.oecd.org/en/instruments/OECD-LEGAL-0449
https://asean.org/wp-content/uploads/2024/02/ASEAN-Guide-on-AI-Governance-and-Ethics_beautified_201223_v2.pdf
https://asean.org/wp-content/uploads/2024/02/ASEAN-Guide-on-AI-Governance-and-Ethics_beautified_201223_v2.pdf
https://asean.org/wp-content/uploads/2024/02/ASEAN-Guide-on-AI-Governance-and-Ethics_beautified_201223_v2.pdf

1. On Multtilateralism, Legitimacy and Digital Sovereignty

To avoid fragmented governance efforts, the Statement calls for unified and
inclusive international coordination on Al through the United Nations,
emphasizing the participation of the Global South. While acknowledging the
challenges of multilateral cooperation, the Statement underscores the need for
engagement with diverse stakeholders. The Statement also reaffirms, each
country’s digital sovereignty to regulate Al, build capacity, safeguard rights, and
promote technological autonomy.

2. On Market Regulation, Data Governance, and Access to Technology

The Statement underscores the need to protect the rights and responsibilities of
states, users, and companies within national and international legal frameworks.
Additionally, the Statement promotes the development of open-source Al and
encourages international cooperation through Open Science and Open
Innovation. The Statement also highlights that fair and inclusive data governance,
alongside balanced protection of intellectual property rights, transparency, and
accountability, are critical to ensuring equitable Al benefits, legal compliance, and
responsible, secure use of data and technology.

3. On Equity and Sustainable Development

The Statement supports Al applications, including open-source solutions that
address key development challenges across critical sectors, including health,
education, and agriculture. Furthermore, the Statement endorses the deployment
of Al solutions to advance climate action and environmental sustainability,
thereby contributing to the achievement of the Sustainable Development Goals.
Additionally, the Statement underscores the need for robust infrastructure,
digital inclusion, and worker protections.

4. On Ethical, Trustworthy, and Responsible Al for Welfare of All

The Statement reaffirms the importance of ethical, transparent, and accountable
Al frameworks, such as UNESCQO’s Recommendation on Ethics of Artificial
Intelligence. Additionally, the statement acknowledges the need for robust tools
to identify and mitigate algorithmic biases to ensure fairness. Further emphasis is
placed on the importance of fostering a harmonious human-machine relationship,
by virtue of which Al enhances human capabilities, while still being under the
controlled oversight of humans.



https://www.unesco.org/en/articles/recommendation-ethics-artificial-intelligence
https://www.unesco.org/en/articles/recommendation-ethics-artificial-intelligence

EUROPEAN COMMISSION PUBLISHES GUIDELINES ON
OBLIGATIONS FOR GENERAL PURPOSE AI-MODELS
UNDER THE EU Al ACT

Exciting times lie ahead as the phased implementation of the EU Al Act(“Al Act”)
progresses. A key milestone was reached on August 2, 2025, with the enforcement
of obligations for providers of General Purpose Al Models (“GPAI Models”) under
Chapter V of the Al Act.

Pursuant to Article 96(1) of the EU Al Act, the European Commission (“EC”) is
mandated to issue guidelines for the practical implementation of the Act. In line
with this obligation, on July 18, 2025, the EC published the ‘Guidelines on the
Scope of the Obligations for General-Purpose Al Models Established by the Al Act’
(“Guidelines”). The Guidelines, inter alia, clarify the classification criteria for GPAI
Models, outline conditions for exemptions from certain obligations, and provide
direction on compliance requirements applicable to providers of GPAI Models.

FLOPs and General-Purpose Al Models

Computing power of an Al model is commonly measured by the number of
floating-point operations, or FLOPs, performed during training. FLOPs therefore
serve as a practical metric of a model’s computational capacity; models that
consume higher FLOPs during training generally have greater computational
power and a correspondingly larger ability to perform complex tasks.

The EU Al Act and its accompanying Guidelines use FLOPs as part of a two-fold
approach to classifying systems as GPAlI models and as GPAI models with systemic
risk. The Guidelines clarify the indicative criteria used by the EC to classify a
model as GPAI which includes: (i) the computational resources used to train the
model, measured in FLOPs, with models trained using at least 1023 FLOPs
presumed to possess high-impact capabilities; and (ii) the model’s demonstrated
ability to communicate, store knowledge, and reason across a wide range of
distinct tasks. The Guidelines further clarify that even if a model meets the FLOPs
threshold as set out above, it will not be classified as a GPAI if it lacks generality or
is incapable of competently performing a wide range of distinct tasks.

Article 51(1) of the Al Act further adopts the FLOP classification approach by
classifying a GPAI model as presenting systemic risk if it meets either of the
following two conditions: (i) high-impact capabilities, when the cumulative
computation used for training exceeds 10”25 FLOPs; or (ii) based on the decision
of the Commission.


https://artificialintelligenceact.eu/chapter/5/
https://drive.google.com/file/d/1vOPuwUXW98-giOKpmObm9nxSOhZ1oClr/view
https://drive.google.com/file/d/1vOPuwUXW98-giOKpmObm9nxSOhZ1oClr/view

Another jurisdiction that uses compute-based thresholds is the United States. In
October 2023, President Biden signed an executive order on the development and
use of Al that treats a model as high-risk if it was trained using more than 1026
FLOPs, or more than 10723 FLOPs in the case of models trained primarily on
biological sequence data.

Providers of GPAI models

Importantly, the Al Act imposes, inter alia, enhanced compliance obligations on
‘Providers’ of GPAI models, including the requirement to maintain technical
documentation. Pertinently, Article 3(3) of the Al Act defines a ‘Provider’ as any
person or legal entity that places a GPAI model on the market. In this regard, the
Guidelines clarify that ‘placing on the market’ includes making a GPAI model
available through:

e asoftware or library package;
e an Application Programming Interface ; and/or
e uploading it to a public catalogue, hub, or repository for direct download.

Exemptions for Open-source GPAI Models

Under the Al Act, providers of certain open-source GPAI models may be exempt
from the obligations under Articles 53 and 54, provided the model does not pose a
systemic risk. The Draft Guidelines issued by the European Commission set out
three cumulative conditions that must be met to qualify for this exemption:

e the GPAI model must be released under a free and open-source licence that
permits access, use, modification, and distribution;

e no monetary compensation may be required for access, use, or modification of
the model; and

e key model components, including parameters such as weights, model
architecture details, and usage documentation, must be made publicly
available.

Meta Declines to Sign Al Code Amid Broader Industry Support

On July 10, 2025, following the release of the Al Code of Practice (“Code”), Meta
issued a statement asserting that the Code introduces significant legal
uncertainties for model developers and includes measures that exceed the scope
of the Al Act. As a result, Meta confirmed that it would not be signing the Code.
Notably, several other companies operating in the EU, including but not limited to
Amazon, Bria Al, Microsoft, and OpenAl, have signed the Code and have not raised
similar objections.



https://www.mofo.com/resources/insights/231107-the-ai-executive-order-presidential-authority
https://www.linkedin.com/posts/joel-kaplan-63905618_europe-is-heading-down-the-wrong-path-on-activity-7351928745668055042-XuF7/?utm_source=share&utm_medium=member_desktop&rcm=ACoAABDVjOMBj6U1WYgJ1Kmq24KZZBZLde26RTw
https://digital-strategy.ec.europa.eu/en/policies/contents-code-gpai#ecl-inpage-Signatories-of-the-AI-Pact

KERALA HIGH COURT ISSUES POLICY REGARDING THE
USE OF ARTIFICIAL INTELLIGENCE TOOLS IN DISTRICT
JUDICIARY

On July 19, 2025, the Kerala High Court (“KHC”) issued its ‘Policy Regarding the
Use of Artificial Intelligence Tools in the District Judiciary’ (“Al Policy”), marking a
significant step toward regulating Al use within the judiciary. The Al Policy,
introduced in response to the growing availability and adoption of Al tools, sets
out guidelines for the responsible use of Al, particularly in judicial work. It
emphasises that the role of such tools should be strictly supportive in nature.

The Al Policy applies to all members of the District Judiciary of Kerala, as well as
interns and law clerks working with the District Judiciary in the state. The
following guiding principles have been established under the Al Policy:

e transparency, fairness, accountability, and confidentiality form the backbone
of judicial administration and must not be compromised through the use of Al
tools;

e Cloud-based generative Al tools, such as ChatGPT and DeepSeek, must not be
used, as doing so may result in serious confidentiality breaches. Accordingly,
all cloud-based services should be avoided, except for approved Al tools;

e All outputs generated by approved Al tools, including but not limited to legal
citations or references, must be verified by judicial officers;

e Al tools used to translate legal texts or case law, and the resulting translations,
must be verified by qualified translators or by judges themselves;

e Al tools must not be used to arrive at any findings, reliefs, orders, or

judgments; and

Courts are required to maintain an audit trail of all instances where Al tools are

used.

Importantly, this is not the first instance of a court independently issuing
guidelines on the use of Al tools. In October 2024, the Court of Delaware released
an interim policy governing the use of generative Al by judicial officers and court
personnel.



https://drive.google.com/file/d/1jXQ7FAvzJtSCY5BioqYu8NxFgpxY66q4/view?usp=sharing
https://drive.google.com/file/d/1jXQ7FAvzJtSCY5BioqYu8NxFgpxY66q4/view?usp=sharing
https://courts.delaware.gov/forms/download.aspx?id=266848

BOMBAY HIGH COURT RULES ON CHARGING SERVICE
FEES ON ONLINE MOVIE TICKET BOOKING

On July 10, 2025, the Bombay High Court (“BHC”), in the case of PVR Ltd. v. State
of Maharashtra, quashed two government orders that prohibited cinema
operators from charging an additional service fee for the booking of online tickets.
In this regard, the BHC held that the state had acted beyond its legal authority
and violated the fundamental right to carry on business under Article 19(1)(g) of
the Constitution by imposing restrictions without any statutory backing. The BHC
further clarified that the choice of whether to book tickets online or purchase
them offline lies entirely with the customer.

Background

Over the past two decades, multiplexes have embraced online ticketing to
enhance consumer convenience and operational efficiency. While the base ticket
price is subject to GST as ‘admission to entertainment,” multiplexes typically levy
an additional convenience fee to recover their investment in digital
infrastructure. This fee varies across locations and platforms and supports the
long-term sustainability of online booking services.

The Government of Maharashtra, through government orders issued by the
Revenue and Forest Department on April 4, 2013, and March 18, 2014
(collectively, the “Orders”). These Orders prohibited cinema exhibitors, owners,
and agents from charging any additional amount for online ticket sales and
further mandated that all cinema operators establish their own systems for online
ticketing without levying service charges on viewers.

The Orders were subsequently challenged by multiplex cinema operators before
the BHC. The petitioners contested the State’s authority to impose such
restrictions on the imposition of service charges, raising the question of whether
the State, under the Maharashtra Entertainment Duty Act, 1923 (“MED Act”) or
otherwise, was empowered to regulate or prohibit the multiplex cinema operators
from charging service charges.

Ruling on Service Fees

In the present case, the petitioners argued that the Orders violated their
fundamental right under Article 19(1)(g) of the Constitution to carry on a
legitimate business and lacked any statutory basis under the MED Act. In this
regard, the BHC examined Sections 7 and 10 of the MED Act and held that the said
provisions did not empower the State to impose the restrictions contemplated
under the Orders.


https://www.medianama.com/wp-content/uploads/2025/07/PVR-Ltd-and-Ors-v-State-of-Maharashtra.pdf
https://www.medianama.com/wp-content/uploads/2025/07/PVR-Ltd-and-Ors-v-State-of-Maharashtra.pdf
https://www.indiacode.nic.in/bitstream/123456789/16215/5/the_maharashtra_entertainments_duty_act.pdf

The BHC emphasized that any restriction on the right to conduct business must
be backed by valid legislation and must meet the requirements of Article 19(6) of
the Constitution. Since the Orders lacked a statutory basis and failed to satisfy
these constitutional requirements, the BHC upheld the challenge and held that
the Orders were unconstitutional to the extent that they prohibited the collection
of service charges on online bookings.



INDIAN GOVERNMENT BLOCKS 25 OTT PLATFORMS FOR
BROADCASTING OBSCENE AND VULGAR CONTENT

The Ministry of Information and Broadcasting (“MIB”) issued a notification
directing internet service providers to block public access to 25 Over-The-Top
(“OTT”) platforms, including ULLU, ALTT, Desiflix, and others (“Notice”). The
Notice was issued on the grounds that such platforms host obscene and
pornographic content. The Notice marks the culmination of a wave of public
complaints and increasing pressure from lawmakers to curb harmful, explicit, and
culturally inappropriate content online.

Background

The issue of obscene content on OTT platforms has been a recurring concern.
Previously, in March 2024, MIB blocked 18 platforms, including Prime Play and
MoodX, for hosting vulgar content. Similarly, in March 2024, the National
Commission for Protection of Child Rights also urged MeitY to act against ULLU
for making obscene content accessible to minors and later asked the MIB to
mandate disclaimers before adult content. Interestingly, ULLU in its Draft Red
Herring_Prospectus acknowledged the regulatory risk of hosting such content,
noting that its content, especially scenes involving violence or intimacy, may
invite censorship or bans from political, religious, or civil society groups.

On February 19, 2025, the MIB issued an advisory cautioning OTT platforms
against publishing obscene and pornographic content on their platforms. Shortly
thereafter, in March 2024, Uday Mahurkar filed a PIL seeking regulation of
obscene content on OTT Platforms and social media. Most recently, the Supreme
Court, in the present case on April 28, 2025, issued notices to multiple OTT
platforms, including ULLU, ALT Balaji, Amazon, and Netflix, seeking their
responses to concerns regarding the dissemination of obscene content. The
Supreme Court observed that the matter warranted regulatory oversight and
suggested that the government consider formulating appropriate guidelines to
address such content-related issues on OTT platforms.

Legal Basis for the Ban

The government stated that the blocked OTT platforms were found to be in
violation of Sections 67 and 67A of the Information Technology Act, 2000 (“IT
Act”); Section 294 of the Bharatiya Nyaya Sanhita, 2023; and Section 4 of the
Indecent Representation of Women (Prohibition) Act, 1986, all of which prohibit
the sale, distribution, or electronic transmission of obscene content or the
indecent representation of women.



https://www.storyboard18.com/brand-makers/-77831.htm
https://www.pib.gov.in/PressReleasePage.aspx?PRID=2014477
https://www.medianama.com/2024/03/223-ncpcr-meity-letter-ullu-app/
https://indianexpress.com/article/india/ncpcr-asks-govt-to-ensure-disclaimers-on-otts-to-keep-minors-off-adult-content-9618927/
https://drive.google.com/file/d/1vD5Fb_JsP50VteWVMHtO0Je1ZuiJtWXA/view?usp=sharing
https://drive.google.com/file/d/1vD5Fb_JsP50VteWVMHtO0Je1ZuiJtWXA/view?usp=sharing
https://mib.gov.in/sites/default/files/2025-02/advisory-dated-19.02.2025_0.pdf
https://drive.google.com/file/d/1H7d-a4cWXqmO4ezDFndUftU7MDZpvGwb/view?usp=sharing
https://www.indiacode.nic.in/bitstream/123456789/13116/1/it_act_2000_updated.pdf
https://www.mha.gov.in/sites/default/files/250883_english_01042024.pdf
https://www.indiacode.nic.in/bitstream/123456789/15350/1/indecent_representation_of_women_%28prohibition%29_act%2C_1986.pdf

In light of the above, the MIB, in its Notice invoked Rule 3(1)(d) of the Information
Technology (Intermediary Guidelines and Digital Media Ethics Code) Rules, 2021
(“IT Rules”), which requires intermediaries to remove unlawful content that is
harmful to public order and morality, in accordance with Section 79(3)(b) of the IT
Act upon intimation of hosting of such content. Additionally, the Notice also cited
Rule 7 of the IT Rules, which states that non-compliance with the Rules results in
the loss of safe harbour protection under Section 79(1) of the IT Act.



https://www.meity.gov.in/static/uploads/2024/02/Information-Technology-Intermediary-Guidelines-and-Digital-Media-Ethics-Code-Rules-2021-updated-06.04.2023-.pdf
https://www.meity.gov.in/static/uploads/2024/02/Information-Technology-Intermediary-Guidelines-and-Digital-Media-Ethics-Code-Rules-2021-updated-06.04.2023-.pdf

DANISH GOVERNMENT PROPOSES COPYRIGHT LAWS TO
PROTECT AGAINST DEEPFAKES

On July 7, 2025, the Ministry of Culture of Denmark secured bipartisan agreement
to submit a proposal for amendment to the existing Danish Copyright Act, 2023
(“Copyright Act”) to protect against deepfakes.

The proposed amendment prohibits making realistic, digitally generated
imitations of a natural person’s physical characteristics available to the public
without the consent of the person being imitated. This restriction does not apply
to imitations that are primarily expressions of caricature, satire, parody, pastiche,
criticism of power, or social criticism, unless the imitation constitutes
misinformation that could pose a serious threat to the rights or significant
interests of others. The protection under this provision would last for 50 years
after the death of the person being imitated.

Importantly, although the proposed amendments do not provide for monetary
damages, they would give individuals a legal basis to demand the removal of their
digital imitations from social media and other platforms.


https://drive.google.com/file/d/16wWuyj7FIBD6m2m3gtRT6KyOkBECAOhr/view?usp=sharing

DEPARTMENT OF TELECOMMUNICATIONS PUBLISHES
DRAFT NATIONAL TELECOM POLICY 2025 FOR PUBLIC
CONSULTATION

On July 24, 2025, the Department of Telecommunications (“DoT”) published the
Draft National Telecom Policy, 2025 (“NTP-25") for public consultations. The NTP-
25 sets out India’s vision for its digital future and reaffirms the country’s strategic
commitment to telecommunications as a foundational pillar of economic
development. It builds upon the achievements of its predecessor, the National
Digital Communications Policy, 2018 (“NDCP”), and comes nearly seven years
after the NDCP’s notification.

Background and Key Objectives of the NTP

India stands at a critical juncture in its digital transformation journey, with the
telecommunications sector acting as a cornerstone for economic growth, given
that the advent of emerging technologies such as 5G, Al, l1oT, and quantum
computing offers a transformative opportunity to bridge the digital divide and
advance the country’s vision of a digitally empowered society. The NTP-25 builds
upon the foundations laid by the NDCP, while addressing contemporary
challenges and positioning India to harness the full potential of the next five years.

By 2030, the Indian Government aims to achieve 100% 4G connectivity, 90% 5G
coverage, extend fixed-line broadband to 100 million households, and ensure
fibre connectivity to all village institutions, with a strong focus on bridging the
rural digital divide. To this end, the NTP-25 seeks to address key sectoral
challenges and position India to fully leverage the opportunities of the digital era.

To establish India as a global telecom leader, the NTP-25 outlines six strategic
missions to be achieved by 2030:

e Universal and meaningful digital connectivity across India;
e |nnovation of next-gen technologies;

e Enhanced domestic manufacturing;

e Development of secure and trusted networks;

e Ease of living and doing business; and

e Sustainable Development.


https://dot.gov.in/sites/default/files/NTP_2025_0.pdf?download=1
https://www.telecomepc.in/assets/tepc/pdf/policies/National_Digital_Communication_Policy_2018.pdf
https://www.telecomepc.in/assets/tepc/pdf/policies/National_Digital_Communication_Policy_2018.pdf

Expected Impact and Next Steps

The Draft Policy remains open for public consultation until mid-August 2025.
Pursuant to the objectives and strategies outlined in the NTP-25, it is expected
that there will be increased funding for research and development in emerging
technologies, including but not limited to quantum security and Al. The
government also plans to expand regulatory sandboxing and open greenfield
bands. Additionally, the NTP-25 looks beyond enhancing the sector, with' a key
focus on integration with other sectors, including leveraging existing
infrastructure to facilitate effective disaster management, thereby utilising
available resources to mitigate existing issues. With the NTP-25 further aiming to
enhance the ease of doing business, transaction costs and barriers to market entry
are expected to decrease, supporting the achievement of the policy’s objectives.
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